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Abstract 

Recent studies suggest that while Artificial Intelligence (AI) can enhance structure and efficiency 

in performance management, human biases embedded in AI systems can have pernicious effects 

on the process. However, a perceptible gap remains in understanding the interplay between 

attitudes toward AI-based decision-making and the effects of algorithmic biases on performance 

management and other key Human Resource Management (HRM) functions. To this end, the 

present study aimed to investigate issues of bias and fairness in performance evaluations. Fifty 

HRM professionals evaluated a biased promotion recommendation made by either an AI or a 

human agent, rating its rationality, objectivity, and fairness to gauge their implicit attitudes 

toward AI in promotion decisions. A questionnaire was also employed to examine the 

relationship between their implicit and explicit attitudes regarding AI’s perceived superiority in 

these qualities. As hypothesized, findings revealed that participants in the AI condition showed a 

significantly greater implicit endorsement of the biased recommendation, with implicit favoring 

of AI also predicting its explicit endorsement as superior in promotion contexts. These findings 

contribute to the existing literature by elucidating potential biases and discrimination arising 
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from algorithmic decision-making in relation to perceptions and attitudes toward it in HRM. 

Theoretical and practical implications, along with recommendations for future research, are 

discussed. 
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Human vs. Machine: An Empirical Study of HRM Professionals' Perceptions of Bias and 

Fairness Issues in AI-Driven Evaluations 

Artificial Intelligence (AI) is a broad term encompassing various methods, models, and 

techniques aimed at simulating human intelligence, primarily for collecting, processing, and 

acting on data. AI includes research areas such as machine learning (ML), natural language 

processing (NLP), and speech and image recognition (Kaplan & Haenlein, 2019; Paschen et al., 

2020). Generative artificial intelligence (GenAI) refers to algorithms like ChatGPT—arguably 

the most widely known chatbot and virtual assistant today—that can create new content, 

including audio, images, videos, code, and simulations. Since ChatGPT’s emergence in 

November 2022, GenAI has made significant strides, with new tools, regulations, and 

technological advancements being launched almost every month. 

While many have reacted to ChatGPT and AI in general with fear, it is nonetheless 

evident that ML can be used for good (e.g., societal benefits, economic growth, etc.). 

Organizations across industries have rushed to integrate GenAI tools into their business models, 

aiming to capture a substantial market share (McKinsey & Company, 2024). Moreover, research 

suggests that GenAI applications could contribute up to $4.4 trillion to the global economy 

annually (Chui et al., 2023). Within the next three years, any technology, telecommunications, or 

media entity not connected to AI will likely be viewed as ineffective or obsolete (Atluri et al., 

2024). 

In 2024, organizations have significantly advanced their use of GenAI, transitioning from 

mere exploration to deriving tangible business value (Singla et al., 2024). According to 

McKinsey's latest Global Survey on AI, 65% of respondents reported regular use of GenAI in 

their organizations, nearly doubling the previous year’s figures (Singla et al., 2024). Expectations 



 6 

for GenAI's impact remain high, with 75% of respondents anticipating significant industry 

changes (Singla et al., 2024). The benefits include cost reductions and revenue increases in 

business units utilizing GenAI (Singla et al., 2024). Overall, AI adoption has surged to 72%, a 

substantial rise from the steady 50% seen over the past six years, indicating global expansion 

(Singla et al., 2024). What is more, professional services show the largest adoption increase, with 

GenAI most commonly applied in functions like IT, product development, sales, and marketing, 

where it adds the most value (Singla et al., 2024). 

Automation, driven by increasingly sophisticated algorithms, is transforming organizational 

decision-making processes. These computerized systems, often powered by AI developed to 

achieve specific goals, are gradually replacing humans (Brynjolfsson & McAfee, 2014; Frey & 

Osborne, 2017). Additionally, these systems frequently outperform humans while being more 

cost-effective (Ford, 2015). Algorithms have demonstrated their superiority over human experts 

across various domains, leading to their rapid implementation in business, legal, and social 

contexts (Grove et al., 2000; Stone et al., 2013). 

In recent years, algorithmic decision-making has also become increasingly prevalent in 

Human Resource Management (HRM), with its significance expected to grow as organizations 

undergo rapid digital transformation. The process of algorithmic decision-making can be defined 

as the standardization of routine workplace decisions and the automation and remote control of 

decision-making processes (Möhlmann & Zalmanson, 2017). Algorithms essentially serve as the 

foundation for various AI decision-making tools (Möhlmann & Zalmanson, 2017). The gradual 

replacement of human decision-making by algorithms carries substantial individual and societal 

implications for organizational optimization (Lee, 2018; Lindebaum et al., 2020). This shift to 

algorithmic decision-making simplifies the identification of hidden talent within organizations 
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and enables the automatic review of large volumes of applications (Carey & Smith, 2016; 

Savage & Bales, 2017). 

Several commercial providers, including Google, Microsoft, IBM, and SAP, offer 

algorithmic platforms and systems that enhance human resource (HR) practices (Walker, 2012). 

AI is transforming the HR field, particularly in recruitment and management (Brown, 2024). 

Large companies such as Vodafone, Intel, Unilever, and IKEA have integrated AI technologies 

into their HR functions (Daugherty & Wilson, 2018). AI offers various tools to streamline HR 

processes, from automated résumé screening to predictive analytics for employee performance 

(Brown, 2024). The key drivers of algorithmic decision-making include increasing decision-

making certainty, enhancing productivity, minimizing risks, and reducing time and costs 

(McColl & Michelotti, 2019; Suen et al., 2019; Woods et al., 2020). Beyond these economic 

motivations, organizations also use algorithmic decision-making to reduce human biases (e.g., 

personal beliefs, prejudices, etc.) and improve the fairness, objectivity, and consistency of HR 

processes (Langer et al., 2019; Raghavan et al., 2020). However, bias, unfairness, and 

discrimination remain potential risks when relying on algorithmic decision-making (Lindebaum 

et al., 2020; Simbeck, 2019). While AI can improve HR efficiency, it is crucial for HR 

professionals to address AI-related biases to foster a fair and inclusive workplace (Brown, 2024). 

Generally speaking, discrimination can be defined as the unequal treatment of different 

groups based on arbitrary attributes such as ethnicity, age, or gender rather than on qualitative 

differences like individual performance (Arrow, 1973). Algorithms can produce biased outcomes 

and perpetuate discrimination if they are trained on biased (Barocas & Selbst, 2016), inaccurate 

(Kim, 2017), or unrepresentative data (Suresh & Guttag, 2019). As a result, algorithms are prone 

to generating or reinforcing biased decisions when their input data—also known as “training 
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data”—are flawed (Chander, 2017). Thus, challenges related to algorithmic decision-making 

include a lack of transparency and accountability concerning the training data, the algorithm 

itself, and other factors that might influence algorithmic outcomes as well (Pasquale, 2015). 

Human raters often process information inconsistently, leading to decisions that may be 

insufficient, contradictory, or not evidence-based (Woods et al., 2020). This is why many argue 

that algorithmic decision-making can, by and large, enhance the standardization of procedures, 

making decisions more objective and reducing the likelihood of errors (Kaibel et al., 2019). The 

argument is that such systems can improve two key dimensions of fairness: distributive fairness, 

which concerns the perceived fairness of outcomes, and procedural fairness, which focuses on 

the perceived fairness of the processes used to make decisions—both of which benefit from 

standardization. However, interactional fairness—the quality of interpersonal treatment people 

receive during decision-making processes—remains difficult to achieve with algorithms due to 

the absence of human interaction. Especially in employee evaluations, fairness is not only about 

the procedure or its outcomes but also about how those involved perceive the fairness of the 

entire process (Köchling & Wehner, 2020). Since algorithms lack personal interaction, fulfilling 

all three dimensions of fairness, particularly interactional fairness, remains challenging 

(Köchling & Wehner, 2020). 

Literature Review 

Bias in AI Systems 

Over the past few years, society has contended with the profound ramifications of human 

biases permeating AI systems (Manyika et al., 2019). AI-based technologies are increasingly 

responsible for decisions traditionally made by humans, such as determining who is hired or 
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fired, who is granted a loan, or the sentence someone will serve in prison (Citron & Pasquale, 

2014; O’Neil, 2016). It is widely accepted that AI algorithms are rapidly infiltrating all areas of 

life. Today, businesses, governments, and other organizations extensively deploy these 

algorithms to make decisions that significantly affect individuals and society at large. While 

these decisions can provide solutions to everyday problems across various fields, they also carry 

risks, such as being denied employment or medical treatment. Even AI technologies not 

specifically designed for high-stakes tasks can still be integrated into pipelines that perform such 

tasks (Buolamwini & Gebru, 2018). It is estimated that nearly 100% of organizations will be 

using AI by 2025, with the AI software market projected to reach $37 billion by the same year 

(Gualtieri, 2021). Therefore, in the absence of thorough testing and diverse teams, unconscious 

biases can easily seep into ML models, causing AI systems to automate and perpetuate these 

biases (Marr, 2022). 

Moreover, AI has demonstrated surprising effectiveness across a broad range of tasks 

traditionally associated with human intelligence. Nevertheless, it can still perpetuate inherent 

human biases. Ample evidence indicates that AI models can incorporate and scale human and 

societal biases (Silberg & Manyika, 2019). What is more, extensive research highlights the 

significant impact of these biases infiltrating AI systems and their detrimental consequences for 

society (Manyika et al., 2019). In many cases, however, AI can reduce human subjectivity in 

data interpretation, as ML algorithms are trained to focus solely on variables that enhance 

predictive accuracy based on the provided training data. It is therefore essential to recognize that 

as more enterprises seek to integrate AI into various aspects of their operations, acute awareness 

and mitigation of these risks emerge as urgent priorities (Manyika et al., 2019). 
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Biases in human decision-making processes are well documented, ranging from empirical 

evidence obtained in field experiments (e.g., Bertrand & Mullainathan, 2004) to unconscious 

biases uncovered in implicit association tests (e.g., Greenwald et al., 1998). Human bias can 

manifest in various ways, such as outright discrimination (e.g., Dovidio & Gaertner, 2000) or by 

considering demographic characteristics instead of merit to guide rewards like promotions, 

leading to unfair decisions (e.g., Goldman et al., 2006). Given the substantial evidence of both 

conscious and unconscious discrimination (e.g., Kite & Whitley, 2016), the increasing 

prevalence of algorithms initially inspired a great deal of hope. People were inclined to believe 

that algorithmic agents could perhaps generate fairer evaluations by avoiding human agents’ 

reliance on biased heuristic assumptions, ultimately minimizing—or even eliminating—the 

discrimination perpetuated by humans (Jago & Laurin, 2022). Although we are well aware of the 

flaws in human decision-making across various domains—shaped by individual and societal 

biases often operating at an unconscious level—a critical question arises: will decisions made by 

AI exhibit less bias than those made by humans, or will AI exacerbate these issues? 

Discrimination, which is closely related to unfairness, can be defined as “the unequal 

treatment of different groups” (Arrow, 1973). Discriminatory categories can be strongly 

correlated with non-discriminatory ones; for example, age (a discriminatory category) might 

correlate with years of work experience (a non-discriminatory category) (Persson, 2016). 

Additionally, there is a distinction to be made between implicit discrimination, which stems from 

unconscious attitudes or stereotypes, and explicit discrimination, which involves a conscious 

aversion to certain groups (Bertrand et al., 2005). In the context of fairness and justice within 

organizations, discrimination can erode fairness and justice, which are typically understood 

through three core dimensions: distributive, procedural, and interactional (Gilliland, 1993). 
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Distributive justice concerns the fairness of individuals' outcomes, addressing who receives what 

(Cropanzano et al., 2007). Factors that promote distributive justice include need (allocating 

resources based on urgency), equality (providing equal amounts to everyone), and equity 

(distributing based on individual contributions) (Cropanzano et al., 2007). 

Humans tend to simplify their decisions using heuristic thinking, whereas algorithms can 

analyze vast amounts of data—derived from numerous variables—to generate more accurate, 

data-driven predictions (James et al., 2013). However, if an algorithm is trained on a biased 

dataset, such as one where women received lower performance evaluations than men, it may use 

gender as a factor in predicting future performance, leading to significant problems. 

Furthermore, if these evaluations were biased (e.g., due to managers' biases) and there is no 

actual link between gender and performance in objective reality, the algorithm would likely fail 

to detect this and could perpetuate the unfair bias, thereby contributing to gender discrimination 

in the workplace. Additionally, this bias would be replicated invisibly, as modern algorithms are 

often opaque about the weights they assign to different predictor variables (Kleinberg et al., 

2019). 

Sources and Examples of Bias in AI 

Bias can creep into algorithms in various ways. AI systems develop their decision-

making capabilities from the training data used to “feed” ML algorithms (Manyika et al., 2019). 

Often, this data includes prejudiced human judgments or reflects societal and historical inequities 

(Manyika et al., 2019). Research has uncovered pernicious biases not only in the underlying 

training data but also in organizational structures, such as the predominance of male developers 

(Demetis & Lee, 2018; Leicht-Deobald et al., 2019). For example, research has revealed the 
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adverse effects of algorithms on women’s career opportunities, such as in the delivery of STEM 

(science, technology, engineering, and math) advertisements (Lambrecht & Tucker, 2019). 

A notable example is Amazon.com, Inc.'s attempt to automate its hiring process with ML, 

which faced significant challenges due to gender bias (Dastin, 2018). Amazon's ML experts 

discovered a significant issue of gender discrimination in their automated hiring process, leading 

the company to cease using this hiring algorithm (Dastin, 2018). The system favored male 

applicants due to historical résumé data from the predominantly male-dominated tech industry 

(Dastin, 2018). Moreover, this hiring algorithm was designed to evaluate job candidates in a 

similar manner to how products are rated on Amazon (Dastin, 2018). Interestingly, it was 

revealed that the system favored applicants with terms more prevalent in men's résumés, such as 

"executed" or "captured" (Dastin, 2018). Despite efforts to neutralize biased terms, this HR 

algorithm continued to produce discriminatory results, prompting Amazon to disband the project 

(Dastin, 2018). This case underscores the limitations of ML-enabled systems in recruitment and 

the ongoing struggle to ensure fairness and transparency in AI-driven processes. It serves as a 

cautionary tale about the dangers of overreliance on AI technology in hiring and other HRM 

functions, fueling growing public concern regarding AI’s impact on our lives. 

In the following days, several articles on Amazon's “sexist AI” appeared in major news 

outlets, including the BBC, The Guardian, and The Wall Street Journal. In addition to that, just a 

few days later, the Public Employment Service Austria published the specifications for an 

algorithm used to classify unemployed citizens based on their chances of success in the labor 

market. What stood out was that the algorithm predicted lower employment chances for 

unemployed women compared to men with the exact same characteristics. This sparked public 
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outrage, with Austrian media publishing caustic headlines such as “Computer says no: Algorithm 

gives women fewer chances” (Wimmer, 2018), which persisted for several weeks (Reiter, 2019). 

This problem, however, goes back a long way. Back in 1988, a British medical school 

was found culpable of discrimination by the UK Commission for Racial Equality (Lowry & 

Macpherson, 1988). Their computerized selection system—intended to emulate human 

admissions decisions—was biased against women and applicants with non-European names 

(Lowry & Macpherson, 1988). Despite achieving an accuracy rate of 90-95%, the program 

perpetuated biases present among human decision-makers (Lowry & Macpherson, 1988). Thus, 

reverting to the previous method would not resolve the issue, as biased decision-making would 

continue to persist (Lowry & Macpherson, 1988). Interestingly enough, the school had enrolled a 

higher proportion of non-European students at the time than other medical schools in London 

(Lowry & Macpherson, 1988). Over three decades later, we still find ourselves grappling with 

the same challenges, despite the increased complexity of today’s algorithms (Manyika et al., 

2019). The key issue here is that while AI can aid in identifying and mitigating human biases, it 

can also exacerbate the problem by embedding and deploying biases extensively in sensitive 

application areas (Manyika et al., 2019). 

Training Data as a Source of Bias in AI 

Much of the current discussion surrounding bias in AI systems is often oversimplified to 

terms like "racist algorithms." However, it is important to bear in mind that the problem is not 

the algorithms per se, but rather the data that research teams feed them. In most cases, the 

primary source of bias stems from the underlying data rather than the algorithm itself. For 

example, the collection of historical data (i.e., data from the past) is a common starting point for 
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data science projects. The problem, though, is that historical data is more often than not biased in 

ways we do not wish to perpetuate into the future (Civin, 2018). 

Consider, for instance, a company building a model to decide which job applicants to 

invite for interviews. If the model is trained on résumés of applicants previously invited for 

similar positions, and if the company’s HR staff have historically rejected applications from 

former stay-at-home parents attempting to return to the workforce—which, regrettably, is a 

common practice (Weisshaar, 2018)—the training algorithm could produce a model that 

excludes applicants with long employment gaps. This would then also disproportionately reject 

women, who still make up the majority of stay-at-home parents (Varathan, 2017), even if gender 

is not explicitly included in the training dataset. Consequently, the model would give rise to 

gender discrimination by amplifying existing human biases. 

Research by Sweeney (2013) on racial differences in online ad targeting found that 

searches for African-American-identifying names yielded more ads featuring the word "arrest," 

compared to searches for White-identifying names. Even if ads with and without the term 

"arrest" were initially shown equally, user interactions might cause the algorithm to display the 

"arrest" ads more frequently based on the search patterns (Sweeney, 2013). Similarly, Datta et al. 

(2015) found that Google's Ads tool for targeted advertising exhibited gender bias by serving 

significantly fewer ads for high-paid jobs to women than to men. 

Models are often trained with data that reflects human decisions or the indirect 

consequences of societal and historical inequalities. For example, word embeddings—a set of 

NLP techniques—trained on news articles can exhibit societal gender stereotypes (Packer et al., 

2018). Bias can also creep into data based on how they are collected or selected for use. In 

criminal justice models, for instance, oversampling certain neighborhoods due to over-policing 
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can result in recording more crime in these areas, which then leads to even more policing (Lum 

& Isaac, 2016). Similarly, user-generated data can create feedback loops that perpetuate bias. 

Due to the limited transparency of these algorithms, even to their developers (Rai, 2020), 

researchers in business ethics emphasize the need to hold companies accountable for the 

algorithms they develop and/ or use, in order to mitigate negative impacts on underrepresented 

groups, including women and minorities (Buhmann et al., 2020; Martin, 2019). 

Furthermore, in the context of HRM, consider a recruitment algorithm trained on 

historical employment data as an example. If this data contains an implicit bias favoring White 

men over Hispanic men, the algorithm could perpetuate this bias even without having been fed 

explicit data on ethnicity or gender. It could thus identify patterns that inadvertently reveal an 

applicant's membership in a protected group, which has historically been less likely to receive 

job interview invitations (Köchling & Wehner, 2020). As a result, certain groups might face a 

systematic disadvantage, even if the algorithm designer did not intend to marginalize individuals 

based on these categories or if the algorithm was not directly fed this information (Barocas & 

Selbst, 2016). For instance, representation bias could occur if women are underrepresented in 

the training data compared to men, leading to a preference for the overrepresented group (i.e., 

men) and potentially resulting in discriminatory outcomes. 

The Opaque Nature of Algorithmic Discrimination 

Although many expect that algorithmic evaluation will become ubiquitous and bias-free 

in the future (Kleinberg et al., 2019), numerous scholars argue that, in their current form, 

algorithms not only perpetuate but also scale discrimination significantly. More concerning is 

that due to their complexity, algorithms often discriminate in an opaque manner (e.g., Larson et 

al., 2016; O’Neil, 2016). This suggests that as algorithms proliferate throughout business and 
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society, people’s assumptions and perceptions may lead them to unwisely seek algorithmic 

evaluations in contexts where these technologies actually perpetuate—or even amplify—

discrimination while simultaneously obscuring it (Jago & Laurin, 2022). 

Legal and Ethical Implications of AI Bias 

Moreover, many AI systems, such as facial recognition software, rely on ML algorithms 

trained with labeled data. Recent studies have shown that algorithms trained on biased data can 

lead to algorithmic discrimination (e.g., Bolukbasi et al., 2016; Caliskan et al., 2017). For 

example, research by Buolamwini and Gebru (2018) revealed significant biases in commercial 

facial analysis algorithms. Their study found notably high misclassification rates for darker-

skinned females (up to 34.7%) compared to lighter-skinned males (0.8%). These results highlight 

the importance of inclusive datasets and rigorous performance reporting to ensure fairness, 

transparency, and accountability in AI systems (Buolamwini & Gebru, 2018). Addressing these 

issues is crucial to mitigating bias and improving the overall effectiveness and equity of ML 

technologies. 

In 2020, a significant incident involving facial recognition technology occurred when 

Detroit police arrested Robert Williams—a Black man living in a Detroit suburb—on his front 

lawn in front of his wife and two young daughters and was detained for nearly 30 hours (Burton-

Harris & Mayor, 2020). Williams was misidentified as a suspect in a watch theft case by facial 

recognition software, despite the fact that the only similarity between him and the actual suspect 

was that they were both large-framed Black men (Burton-Harris & Mayor, 2020). This case 

underscores the flaws and biases in facial recognition technology, which has been repeatedly 

found to be particularly unreliable in identifying Black individuals (Burton-Harris & Mayor, 
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2020). Williams' ordeal highlights the inherent dangers of using such technology in law 

enforcement. 

Another instance that illustrates this issue is that of a “racist” criminal justice algorithm 

used to predict recidivism in Broward County, Florida. This algorithm was found to 

disproportionately categorize Black defendants as "high risk," providing a case in point (Angwin 

et al., 2016). The investigative news site ProPublica discovered that this criminal justice 

algorithm erroneously labeled Black defendants as being at a heightened risk for recidivism 

nearly twice as often as it mislabeled White defendants with similar backgrounds (Angwin et al., 

2016). Notably, this was true despite the system not being explicitly fed any data regarding the 

defendants’ race (Angwin et al., 2016). 

On the other hand, there are also data indicating that defendants deemed risky by 

algorithms do, in fact, often commit many crimes; they miss court appearances at a rate of 

56.3%, commit new crimes at a rate of 62.7%, and perpetrate serious offenses such as murder, 

rape, and robbery at a rate of 4.8% (Kleinberg et al., 2018). There is, in other words, evidence to 

suggest that algorithms can improve human decision-making and make it fairer in the process 

(Kleinberg et al., 2018). For example, Kleinberg et al. (2018) demonstrated that algorithms can 

assist in mitigating racial disparities in the criminal justice system. 

Moreover, there may be instances where an ML algorithm detects statistical correlations 

that are deemed socially unacceptable or even illegal (The Royal Society, 2017). For example, 

suppose a mortgage lending model finds that older individuals are more likely to default, and 

consequently reduces lending based on age. In that case, legal institutions and society at large 

may view this as illegal age discrimination (The Royal Society, 2017). This presents us with the 

conundrum of how to codify definitions of fairness. 
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Definitions of Fairness in AI 

A significant portion of the discussion surrounding definitions of fairness has centered on 

two primary aspects: individual fairness, which emphasizes treating similar individuals similarly, 

and group fairness, which aims to ensure that the model's predictions or outcomes are fair and 

equitable across various groups, particularly those that may be more vulnerable (Zemel et al., 

2013). Attempts to define fairness however have revealed possible trade-offs among different 

definitions as well as between fairness and other objectives. For example, research has shown 

that a model cannot simultaneously adhere to more than a few group fairness metrics, except 

under highly specific circumstances (Chouldechova, 2016; Kleinberg et al., 2017). 

First, it is crucial to note that there is a lack of consensus among experts regarding the 

optimal approach to resolving these trade-offs. Some propose that the best balance might be 

achieved by implementing different decision thresholds for different groups (e.g., the predicted 

score required to obtain a loan), especially if there is suspicion of bias in some of the model's 

underlying variables (Kleinberg et al., 2018). On the other hand, some argue that it would be 

fairer to maintain a single threshold for all groups (Corbett-Davies et al., 2023). Given these 

complexities, achieving a singular, universally applicable definition of fairness—and a 

corresponding metric to measure it—is unlikely (Silberg & Manyika, 2019). Nevertheless, 

different standards and metrics may be more appropriate depending on the specific 

circumstances and use case (Silberg & Manyika, 2019). 

Approaches to Bias Mitigation 

Approaches to bias mitigation in AI systems, which aim to reduce discrimination and 

ensure fairness in ML models, are broadly categorized into three main methods: preprocessing, 
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in-processing, and post-processing techniques. Each of these techniques focuses on different 

stages of the ML pipeline, as outlined in detail below. 

Preprocessing Approaches 

Preprocessing methods address the primary source of bias at the data level by creating a 

balanced dataset before it is fed into the learning algorithm (Calmon et al., 2017). The rationale 

behind this approach is that fairer training data result in less discriminatory models (Calmon et 

al., 2017). Techniques in this category include “altering class labels” by modifying the labels of 

instances close to the decision boundary (Luong et al., 2011) and “instance weighting” by 

assigning different weights to instances based on group membership (Calders et al., 2009). 

In-Processing Approaches 

In-processing methods involve directly integrating fairness constraints into the ML 

algorithm. These methods reformulate the classification problem by incorporating discrimination 

behavior into the objective function through training on latent target labels, constraints, or 

regularization. Key techniques in this vein include Constraint-based methods: Imposing 

constraints to minimize disparate mistreatment in models like logistic regression and SVMs 

(Zafar et al., 2017); Regularization: Reducing indirect prejudice by integrating regularizers that 

minimize the mutual information between sensitive features and class labels (Kamishima et al., 

2012); Modification of decision criteria: Adjusting the splitting criterion in decision trees to 

consider the impact on protected attributes (Kamiran et al., 2010). 

Post-Processing Approaches 

Post-processing methods achieve fairness by modifying the model or its predictions after 

training. These methods include Black-box approaches: Adjusting predictions to maintain 
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proportionality between protected and unprotected groups, either by altering predictions near the 

decision boundary (Kamiran et al., 2018) or by wrapping a fair classifier around a base model 

(Agarwal et al., 2018); and White-box approaches: Altering the internals of the model, such as 

correcting classification rule confidences or adjusting class labels at decision tree leaves (Calders 

& Verwer, 2010). 

In conclusion, effective bias mitigation in AI requires a comprehensive approach that 

addresses various stages of the ML process. Preprocessing ensures fair data, in-processing 

embeds fairness into algorithms, and post-processing adjusts outcomes to meet fairness 

constraints. The bottom line is that continuous advancements and innovations are crucial for 

addressing the dynamic and complex nature of bias in AI systems. 

Explainable AI (XAI) 

The increasing role of ML in decision-making systems, from banking to bail, presents 

both the opportunity to build better, less biased systems and the risk of reinforcing existing 

biases (Civin, 2018). To address this concern, the General Data Protection Regulation (GDPR) 

stipulates that all citizens must be granted a “right to explanation,” allowing them to demand an 

explanation for any “legal or similarly significant” decisions made by machines that could affect 

them (Kuang, 2017). In other words, the GDPR’s right to explanation provides individuals with 

legal recourse, ensuring that algorithmic decisions affecting their lives are not just made in a 

black box but are open to scrutiny and challenge. Consequently, the effects of such biases could 

be mitigated by giving victims of “discrimination-by-algorithm” the right to explanation and 

recourse to human authorities. However, generating these explanations to create explainable AI 

(XAI) is a complex task. 
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Even when such explanations are available, critics argue that it is unclear whether they 

effectively counter bias or merely mask it (Civin, 2018). This is where XAI could prove useful. 

By having human operators review the “reasoning” behind algorithms used in decision-making 

for high-risk groups, they might be able to address algorithmic bias before it leads to serious 

consequences (Civin, 2018). 

Unlike traditional computer programs where humans explicitly write code, ML systems 

operate based on the data used to train them. This means that, although humans can measure the 

accuracy of ML systems, our understanding of how these systems make decisions remains 

limited. In other words, we are unable to pinpoint the exact decision processes within ML 

systems (Civin, 2018). To address this, XAI aims to make the decisions of ML algorithms more 

interpretable (Civin, 2018). For instance, in 2016, researchers from the University of Washington 

developed an explanation technique called “LIME,” which they tested on Google's Inception 

Network—an image classification neural net (Ribeiro et al., 2016). LIME investigates the image 

itself instead of analyzing the network's internal operations by modifying parts of the image and 

observing the changes that most significantly disrupt the algorithm’s classification (Ribeiro et al., 

2016). In this way, LIME links the algorithm’s decisions to specific features of an image 

(Ribeiro et al., 2016). For example, it was found that obscuring certain parts of a tree frog's face 

hindered the network’s ability to identify the frog, suggesting that the face was crucial to the 

classification (Ribeiro et al., 2016). 

Although methods like LIME cannot fully explain why an algorithm's decisions are not 

universally effective across all ML models, they remain particularly beneficial for image 

classification (Civin, 2018). Furthermore, there have been instances of controversy over bias in 

image classification, such as a racially offensive error made by Google Photos' AI software back 
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in 2015, which mislabeled two Black individuals as “gorillas” (Civin, 2018). Explanation 

techniques therefore can help mitigate such biases by enabling human operators to override 

questionable classification decisions and adjust algorithms accordingly (Civin, 2018). 

AI in Human Resource Management 

The rapid innovations in computing technology have led to the automation of the vast 

majority of HR functions and business environments, to varying degrees, intending to enhance 

both effectiveness and efficiency across numerous activities, such as performance appraisals, 

360-degree assessments, and management and organizational development, to name a few 

(Hendrickson, 2003). Therefore, while simple answers to these emerging challenges may be 

elusive, it is essential to understand how technology impacts HRM professionals’ attitudes 

toward its implementation in HR activities and their roles within the profession (Roehling et al., 

2005). Recent research by Mantzaris and Myloni (2023) found that HRM professionals believe 

technology is more effective than humans in addressing HRM challenges. In addition to that, this 

perception of technology's superiority was found to not differ significantly across cultures 

(Mantzaris & Myloni, 2023). 

Moreover, as ML algorithms are increasingly used in HRM to predict factors like 

turnover intentions, employee satisfaction, and personality traits, understanding how these 

algorithms operate becomes essential. This includes insights into how they process data, weigh 

criteria, and the rationale behind their decisions (Köchling & Wehner, 2020). Just as biased 

image classification can lead to harmful misclassifications, biased algorithmic decisions in HRM 

can similarly affect hiring, promotion, and employee treatment in much the same way. 

In the context of HRM, ensuring the reliability as well as responsibility of AI and ML 

applications requires three core elements: transparency, explainability, and interpretability, each 



 23 

playing a crucial role (Roscher et al., 2020). Transparency refers to the ML approach itself, while 

interpretability addresses how the ML model interacts with the data so as to clarify its outcomes 

(Roscher et al., 2020). Meanwhile, explainability involves not only the model and data but also 

the human involvement in understanding these outcomes (Roscher et al., 2020). While 

transparency refers to understanding how the ML model functions, explainability helps 

stakeholders comprehend the rationale behind specific decisions, and interpretability ensures that 

the results are clearly tied to the input data, providing a holistic view of the algorithm's 

operation. This distinction is particularly important in HRM, where contextual information and 

HR expertise are essential for interpreting results and drawing actionable conclusions from 

algorithm outputs (Roscher et al., 2020). 

The rapid innovations in AI applications are expected to transform the structure of HR 

departments radically and significantly influence the workplaces of tomorrow. This underscores 

the urgency of mastering human-machine collaboration (Mantzaris & Myloni, 2023). 

Furthermore, the role of HR managers and their practices are becoming increasingly crucial, as 

globalization and emerging HR challenges have transformed HR into a key strategic partner 

within organizations (Nasir, 2017). In view of the fact that intelligent robots and a combination 

of AI and ML techniques are becoming a priority for top engineers globally, and leading 

industrial sectors are becoming increasingly automated, HRM must quickly adapt to these 

challenges and unprecedented transformations. 

From an organizational perspective, biases in AI-based decision-making can result in 

critical misjudgments, erroneous financial assumptions, damage to organizational reputation, and 

a lack of transparency (Garg et al., 2021). The successful development and implementation of 

AI-powered solutions in HRM require five core principles, namely, beneficence, non-
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maleficence, autonomy, explicability, and justice (Floridi et al., 2018). Of particular interest to 

the present study is the principle of justice. According to this principle, the adoption of AI in 

HRM activities and functions should promote fair and just outcomes, such as eliminating bias 

and fostering diversity (Floridi et al., 2018). Therefore, the integration of AI-driven solutions in 

HR departments must align with an organization’s ability to predict, detect, and mitigate 

potential biases in these systems to ensure fairness (Akter et al., 2021). This can be achieved by 

auditing how underlying algorithms behave using empirically sound methodologies and diverse 

perspectives (Tuffaha, 2023). Additionally, it is essential to build a heterogeneous and well-

educated workforce that can collaboratively scrutinize, detect, and address issues of bias and 

fairness, minimizing the risk of harmful effects (Rozado, 2020). 

AI in Performance Management 

Employees with high levels of participation, productivity, and on-the-job efficacy add 

significant value to an organization (Howard, 2019; Mahmoud et al., 2019). That being said, 

assessing these factors can be challenging for companies that rely on traditional success metrics, 

as these are often too broad. In this case, AI can improve the precision of performance 

evaluations conducted by HR administrators, allowing them to assess performance over more 

specific and narrower timeframes (Bhardwaj et al., 2020; Mahmoud et al., 2019). 

AI can bring structure to the performance management process, particularly by improving 

performance feedback (Garr & Jackson, 2019). The use of AI can also automate manual 

performance evaluations, for example, by clustering employees into distinct groups based on 

factors such as job satisfaction or performance levels (Aktepe & Ersoz, 2012). Additionally, AI 

can serve as a powerful tool for gathering and reviewing employee performance data. Some 

argue that this can actually lead to fairer evaluations (e.g., Budhwar et al., 2022), as it flags 
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potential biases while also providing managers with insights on how to deliver more meaningful 

feedback (Garr & Jackson, 2019). 

Moreover, AI can optimize training resource allocation (Beane, 2019) and assess training 

effectiveness (Budhwar et al., 2022). The use of AI can also automate the analysis of 

organizational skill needs and training, offering relevant training recommendations based on 

collected data (Garg et al., 2021). Advanced algorithms have been reported to predict employees' 

performance levels based on their background, performance characteristics, or occupational level 

at various stages in their careers (Garg et al., 2021). Notably, AI applications aim to detect 

potential subjectivity in performance appraisals (Garg et al., 2021), evaluate employee expertise, 

assess the impact of financial incentives on performance (Massrur et al., 2014), and develop 

personalized incentive programs (Petruzzellis et al., 2006). 

AI can also help managers improve the accuracy of the data they use for employee 

performance assessments (Williams, 2019). Instead of only comparing performance with targets 

at the beginning and end of specified weekly, monthly, quarterly, or yearly periods, AI enables 

this process to be ongoing and real-time (Sakka et al., 2022). For instance, an effective way to 

optimize work performance is to create a work schedule that outlines specific targets and 

establishes intervals for appraising results. AI can assist in this process by swiftly comparing 

performance outcomes with initial goals (Radonjic, 2019; Rastgoo, 2016). In addition, enhanced 

efficiency in performance appraisal, when combined with appropriate rewards, can foster more 

effective motivational strategies (Anderson et al., 2018). 

At present, organizations routinely maintain records of pay and compensation data. AI 

has the potential to enhance the efficiency of querying this information, particularly in large 

organizations (Semmler & Rose, 2017). Furthermore, improved processing of remuneration data 
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facilitated by AI would enhance the perception of fairness within the organization, which can 

lead to increased organizational performance (Sakka et al., 2020). However, others contend that 

such approaches could reduce employee performance to mere numbers and threaten autonomy 

and privacy through tracking and surveillance (Giermindl et al., 2021), thereby altering the trust 

relationship between employees and organizations (Appio et al., 2024). 

Furthermore, pertinent literature suggests a pressing need to develop a deeper 

understanding of how biases infiltrating AI systems can affect core HRM functions like 

performance management, as AI-driven solutions increasingly play a central role in predicting, 

managing, analyzing, and evaluating employee performance (Ozkazanc-Pan, 2021; Qamar et al., 

2021). Previous research has shown that AI-related biases in performance management 

emphasize the need for data generated by AI-powered solutions to support decision-makers by 

providing key insights into strategic performance and developing metrics around key success 

factors (Raffoni et al., 2018). However, these benefits can be compromised by an organization's 

inability to eliminate biased data generated by these AI solutions (Akter et al., 2021). 

The extant literature highlights several detrimental consequences of biases in AI-powered 

performance management systems, including heightened doubts about AI's ability to accurately 

evaluate applicants' capabilities (e.g., Akter et al., 2021); reduced trust in feedback quality, and 

increased concerns about job displacement (e.g., Tong et al., 2021); diminished reliability of the 

evaluation process (e.g., Minbaeva, 2021); negative effects on fairness, trustworthiness, and 

organizational effectiveness (e.g., Zhang & Yencha, 2022); and a lack of holistic, heuristic 

evaluations (e.g., Kim & Heo, 2021). Nonetheless, there is still a perceptible gap in the in-depth 

understanding of how AI-related biases can impact the performance management process. 

Theoretical Background 
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Algorithmic Discrimination and Public Perception 

While the debate over how algorithmic decision-making compares to human decision-

making in terms of discrimination is ongoing, it is nonetheless clear that algorithms can, and 

often do, discriminate. However, the beliefs people hold about algorithmic discrimination, as 

well as the decisions they make based on those beliefs, may not always align with objective truth 

and reality (O’Neil, 2016). Psychological factors—such as stereotypes and intuitions about 

machines—can shape these beliefs (Jago & Laurin, 2022). As a result, people might 

understandably conclude that algorithms are less likely to discriminate compared to humans 

(Jago & Laurin, 2022). Assumptions about AI’s accuracy also play a role; people often perceive 

algorithms as exceptionally accurate, believing they can reliably detect patterns and accurately 

predict “real” values (James et al., 2013). Consequently, machines are mentally represented as 

relatively agentic entities with a strong capacity for calculation (Gray et al., 2007). 

Gender Bias and Algorithmic Evaluation 

In a recent series of studies, Jago and Laurin (2022) found that people perceive 

algorithms as less capable of discrimination than humans and tend to prefer being evaluated by 

algorithms, especially when they expect discrimination from a human evaluator. The authors 

argued that groups, organizations, and social systems—such as governments and courtrooms—

can appear fair by emphasizing their use of technology, even while potentially operating in 

discriminatory ways (Jago & Laurin, 2022). It seems that systems can hide behind technology to 

project an image of impartiality (Jago & Laurin, 2022). Their findings suggest that people may 

feel more comfortable with, and less reactive to, discriminatory behaviors when they believe 

biased decisions were made—or heavily influenced—by machines (Jago & Laurin, 2022). 



 28 

Moreover, research has shown that societal stigma influences women’s receptivity to 

algorithmic decision-making, which closely relates to the concept of mechanical objectivity 

(Pethig & Kroenung, 2022). This concept suggests that algorithms are perceived as less biased 

than human decisions, which are often seen as prone to frailty, irrationality, and discrimination 

(Martin, 2019). Algorithms are viewed as reducing human involvement (Christin, 2016) and are 

therefore considered to have greater cognitive abilities while being less influenced by emotion 

(Castelo et al., 2019). This perception reinforces the belief that algorithms are more competent at 

performing objective tasks than subjective ones (Pethig & Kroenung, 2022). Consequently, 

women concerned that their gender identity might affect their evaluations may prefer being 

assessed by an algorithm rather than a human (Pethig & Kroenung, 2022). From their 

perspective, evidence of gender bias in algorithms is unlikely to outweigh their everyday 

experiences of bias and discrimination from colleagues, hiring managers, and others (Bohnet et 

al., 2016; Moss-Racusin et al., 2012). 

In a recent series of studies, Pethig and Kroenung (2022) explored how women perceive 

algorithmic evaluations, particularly in situations where they feel disadvantaged due to their 

gender. The research revealed that women in the workplace preferred evaluations conducted by 

an algorithm over those carried out by a male HR manager. In other words, when given the 

choice between an algorithmic and a male evaluator, women anticipated less bias from the 

algorithm. Interestingly, this preference did not extend to evaluations performed by female HR 

managers (Pethig & Kroenung, 2022). Women viewed algorithms as more objective and less 

prone to gender bias than male evaluators, which reinforced their preference for algorithmic 

assessments (Pethig & Kroenung, 2022). In contrast, men did not display a preference for either 
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type of evaluator, likely due to a lesser concern about gender bias in evaluations (Pethig & 

Kroenung, 2022). 

Emotional Neutrality and Mechanical Objectivity in Algorithmic Perception 

People often rightly recognize that algorithms can detect patterns beyond human 

capability, which is a major driver behind the automation of decision-making processes (Ford, 

2015). This perception contrasts with human evaluators, who are more prone to errors, partly 

because their judgments frequently rely on extraneous factors and mental shortcuts. These 

mental shortcuts are susceptible to biased stereotypes, which can influence decision-making. As 

a result, algorithmic decision-making, which appears more consistent and accurate than human 

decision-making, is likely to be perceived as less discriminatory. Additionally, the perception of 

algorithmic impartiality is reinforced by the fact that algorithms, unlike humans, cannot 

experience emotions (Shank & DeSanti, 2018). 

While algorithms may seem capable of “thinking,” they are viewed as particularly low in 

their ability to feel emotions (Shank & DeSanti, 2018). In contrast, human decision-making is 

often clouded by emotion. Humans may harbor implicit (Dasgupta et al., 2000) or explicit (Jones 

et al., 2016) negative emotions toward certain demographic groups, such as ethnicities or 

genders, which can skew their judgments. Therefore, because algorithms are seen as emotionally 

neutral, people assume they are free from the biases and discriminatory attitudes that often drive 

human decision-making. 

To further explore this perception of algorithmic impartiality, it is helpful to consider the 

concept of objectivity in the context of science and technology. Philosophers of science often 

define objectivity in terms of "objective knowledge," which is regarded as reliable because it is 

detached from the subjective perspective of the person(s) producing it (Gunton et al., 2021). 
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Historically, the belief that objectivity offers an unbiased depiction of reality has granted 

machines an advantage over humans in producing reliable knowledge. For instance, 

technological advancements like X-rays and photographs are seen as providing "an unmediated 

representation of natural phenomena" (Christin, 2016). This belief is captured in the concept of 

mechanical objectivity, introduced by Daston and Galison (1992). Mechanical objectivity 

reflects the idea that technology, free from human subjectivity, can transcend personal biases, 

perspectives, values, and interests (Sprenger & Reiss, 2020). Essentially, it portrays technology 

as capable of providing an unbiased, faithful representation of reality, as if "nature could speak 

for itself" (Daston & Galison, 1992). 

The appeal of mechanical objectivity is particularly relevant to algorithms, which are 

often viewed as neutral arbiters in decision-making. The notion that machines, especially 

algorithms, offer an objective and impartial representation of situations is intuitively appealing 

and aligns with common perceptions of technology (Castelo et al., 2019). In contexts where 

"faithfulness to reality" is a central concern, such as employee promotion decisions, the concept 

of mechanical objectivity provides a useful framework for understanding how algorithms are 

contrasted with human decision-makers (Gunton et al., 2021). 

Automation Bias in AI Perception 

AI can be defined as a machine agent capable of thinking and acting intelligently (Russell 

& Norvig, 2009). Interactions with AI are increasingly designed to mimic human-to-human 

communication, as AI agents are developed to be more embodied, proximate, intimate, and 

ultimately human-like (Guzman, 2020; Westerman et al., 2020). However, certain 

characteristics—such as specific beliefs about AI such as machine heuristics—can lead people to 

perceive it as distinct from human agents, resulting in different evaluations of decisions made by 
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AI compared to those made by humans (Jones-Jang & Park, 2023). Although AI possesses both 

human-like and machine-like features, people often focus more on its machine-like 

characteristics. This tendency can be attributed to a lack of prior direct experiences with AI and 

the technology’s inherent lack of transparency (Jones-Jang & Park, 2023). Consequently, 

people’s beliefs and perceptions of AI are frequently shaped by its representation in the media 

(Banks, 2020). 

Generally speaking, people tend to view AI and machines in general as operating 

consistently in a pre-programmed and objective manner (Sundar & Kim, 2019). Therefore, it is 

reasonable to assume that cueing the machine heuristic would lead people to view AI-based 

decisions as more accurate, consistent, objective, and so forth. Research on machine heuristics 

indicates that the process by which people judge AI follows an if-then-therefore logic (Bellur & 

Sundar, 2014). Specifically, if AI is recognized as a source cue, then machine heuristics—

entailing perceived characteristics such as consistent performance and being programmed—are 

triggered, therefore influencing users’ judgments of their AI experience (Cloudy et al., 2021). 

Moreover, research has demonstrated that automation bias arises from the heuristics-based 

evaluation mechanisms related to AI (Logg et al., 2019). 

Automation bias occurs when users overestimate AI's accuracy and performance, driven 

by overly positive expectations of its programmed capabilities, which creates a perfection 

schema for AI’s performance (Lee, 2018). It refers to people’s tendency to favor suggestions 

made by automated decision-making systems while disregarding contradictory information from 

human agents (Hoffman, 2024). This bias is particularly common in environments where 

computer-based systems are used for decision-making, such as financial forecasting and medical 
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diagnosis. As more decision-making tasks are delegated to AI, automation bias is becoming 

increasingly prevalent across society (Hoffman, 2024). 

Empirical evidence has shown that people are more likely to take advice from AI in areas 

like forecasting and music recommendations compared to advice from humans (Logg et al., 

2019). Additionally, research has found that AI-authored stories and fact-checking messages can 

reduce partisan biases, leading users to rate these AI-generated messages as more credible than 

those written by humans (Cloudy et al., 2021; Moon et al., 2022; Wojcieszak et al., 2021). 

However, as previously discussed, AI-driven content is not immune to bias due to the inherent 

limitations and biases in the data that inform AI decisions (Hsu, 2020; Noble, 2018)—a fact that 

users often overlook or underestimate. 

Furthermore, it is reasonable to assume that most AI users are unfamiliar with well-

documented implicit biases in AI, leading them to perceive AI as a neutral agent. A key 

difference in how people generally perceive AI agents compared to human agents is that they 

often harbor overly high expectations of AI’s pre-programmed and consistent performance, 

which can then result in greater disappointment when AI produces unsatisfactory outcomes 

(Alvarado-Valencia & Barrero, 2014). 

Purpose of the Present Study 

A thorough review of the relevant literature revealed a notable gap in empirical research 

regarding HRM professionals' perceptions and attitudes toward AI-based decision-making 

systems, particularly in their application to performance evaluations and the identification of 

leadership potential. This indicates a significant lack of comprehensive exploration in this area. 

Furthermore, research in this domain in general is still in its early stages, with the preponderance 

of existing studies focusing on fairness issues in algorithmic decision-making during recruitment 
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processes (Appio et al., 2024; Kaushal et al., 2021). This is therefore a crucial under-researched 

area of ethical decision-making that warrants greater attention due to its ethical implications, as 

well as the legal and reputational risks it poses for organizations. 

The issues of bias and fairness in AI-based decision-making systems within HR functions are 

a timely topic that is gaining increasing importance. Companies may face reputational and legal 

risks if their HR methods are found to be discriminatory, and applicants or employees may 

perceive algorithmic processes as unfair (Brown, 2024). Therefore, it is crucial for companies to 

recognize the potential for unfairness, discrimination, and employee dissatisfaction that can arise 

from algorithmic decision-making in HRM (Köchling & Wehner, 2020). Although the existing 

computer science literature has addressed issues related to biases, research on the potential 

downsides of algorithmic decision-making due to inherent biases in HRM is still in its infancy 

despite its growing importance with the increasing digitization and automation in the field 

(Köchling & Wehner, 2020). 

To address this gap, the present study aimed to explore how discrimination may emerge from 

the implementation of AI-based decision-making and how these issues might be exacerbated by 

HRM professionals' perceptions of AI-related biases and their explicit attitudes toward such 

systems. This work represents one of the first attempts to address these issues. Additionally, the 

study sought to provide practical guidance on preventing discrimination and unfairness in AI-

driven performance management while offering directions for future research, particularly in the 

HRM field. Although women are often disadvantaged by both algorithms and human decision-

makers (e.g., Dastin, 2018; Shellenbarger, 2019), this study draws upon literature from various 

disciplines—including Management Studies, HRM, Organizational Psychology, Cognitive 

Psychology, Social Psychology, Business Ethics, and Ethics in AI. This study also aimed to 
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highlight the risks of discrimination and unfairness in algorithmic decision-making, especially 

within performance management and leadership development, and draw special attention to the 

impact these practices can have on women's career advancement. 

Building on the research findings, concepts, and theories discussed above, the present study 

sought to investigate issues of bias and fairness in AI-based decision-making systems within HR 

functions, with a specific focus on performance evaluations and their perceived effectiveness in 

identifying leadership candidates. To achieve this, the research aimed to address two key areas: 

(a) the perception of AI-related biases among HR professionals and people managers, and (b) 

their comparative evaluation of AI systems versus human decision-making processes in terms of 

perceived qualities such as rationality, objectivity, and fairness. 

Theories about the concept of leadership have evolved and been refined over time, with none 

being entirely irrelevant, as their usefulness largely depends on the context in which they are 

applied (Khan et al., 2016). It is important to bear in mind that contexts, work environments, 

situations, and organizational complexities can significantly impact the leadership concept and 

make it adaptable to changing organizational dynamics (Amabile et al., 2004). Among 

contemporary leadership styles, transformational leadership has emerged as one of the most 

prominent and stands out from other theories by focusing on fostering personal growth among 

followers within the organization (Khan et al., 2016). These leaders are often described as 

visionaries who guide their followers toward higher, more universal needs while elevating their 

and their teams' motivation and morality (House & Shamir, 1993; MacGregor Burns, 2003). 

To accomplish the present study’s objectives, a scenario-based experimental design was 

employed in which participants were asked to assess promotion recommendations for a 

leadership role. These recommendations were generated either by a human agent or an AI agent 
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and featured candidate profiles differing in demographic characteristics along the dimension of 

gender. Specifically, the majority-group candidate (a man) was favored over the minority-status 

candidate (a woman) despite having a less favorable profile, thereby illustrating potential gender 

bias. Participants had to evaluate these recommendations based on several criteria, including 

rationality, scientific soundness, objectivity, impartiality, fairness, and trustworthiness. 

Additionally, the study included a post-scenario questionnaire to explore participants' explicit 

beliefs about AI’s advantages concerning these qualities compared to human decision-makers. 

The dual approach employed in this study aimed to provide comprehensive insights into how 

both implicit and explicit attitudes toward AI might influence promotion decisions and 

potentially contribute to workplace discrimination against historically marginalized groups. To 

this end, the study sought to address the following research questions: 

1. How do HRM professionals and people managers perceive the rationality, scientific 

soundness, objectivity, impartiality, fairness, and trustworthiness of AI-based 

technologies in predicting leadership potential compared to human decision-making? 

2. To what extent do HRM professionals and people managers recognize and acknowledge 

biases in AI systems that may affect promotion outcomes for leadership positions? 

3. What are the explicit beliefs and attitudes of HRM professionals and people managers 

toward the use of AI in employee promotion processes, particularly regarding rationality, 

scientific soundness, objectivity, impartiality, fairness, and trustworthiness? 

In addition, based on the research findings, concepts, and theories discussed above, the study 

developed and tested the following hypotheses: 
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• Hypothesis 1 (H1): HRM professionals will perceive promotion decisions made by an AI 

agent as more rational, scientifically sound, objective, impartial, fair, and trustworthy 

than identical decisions made by a human agent. 

• Hypothesis 2 (H2): HRM professionals who perceive promotion decisions made by an 

AI agent as more rational, scientifically sound, objective, impartial, fair, and trustworthy 

than identical decisions made by a human agent will be more likely to endorse AI-based 

decision-making as superior in promotion contexts. 

Materials and Methods 

Sample 

The sample consisted of 50 HRM professionals and people managers, with ages ranging 

from 21 to 60 (M = 37.16, SD = 10.11). Of the participants, 19 identified as men (38%) and 31 as 

women (62%). Regarding their level of education, one of them reported having a high school 

diploma or equivalent, two had further education (A-levels, BTEC, etc.), 17 held a Bachelor's 

degree, 25 had a Master's degree, two held a Professional degree (M.D., J.D., etc.), and three had 

a Doctoral degree (Ph.D., Ed.D., etc.). In terms of managerial experience, six participants 

reported having approximately one year of experience, five had one year, 11 had two years, 10 

had five years, seven had approximately ten years, and 11 had over ten years of managerial 

experience. 

The study aimed to include a diverse range of participants in terms of demographic 

characteristics such as age, gender, years of experience, level of education, and industry to 

ensure the obtained findings reflected a broad spectrum of views and experiences within HR and 

management roles. In addition, to be eligible, participants needed to be currently working in an 
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HR-related role or as a people manager, preferably with direct experience in employee 

evaluations, promotions, or leadership development processes. Moreover, primary interactions 

with participants occurred through online channels, including email and social media messaging. 

The study employed a combination of convenience sampling, whereby participants were 

recruited through online platforms and personal networks based on their availability and 

willingness to participate; purposive sampling, thereby targeting HRM professionals with 

specific roles and experience; and snowball sampling, with participants being recruited via word 

of mouth, thereby extending the participant pool through their networks. 

More specifically, participants were recruited through word of mouth, personal emails, 

social media platforms like Facebook, professional networking sites like LinkedIn, and social 

news forums like Reddit. Invitations and study information were distributed through these 

platforms so as to allow participants to engage with the researcher at their convenience. Informed 

consent was obtained electronically prior to participation, ensuring all participants fully 

understood the nature of the study and voluntarily agreed to take part. Participation was both 

anonymous and strictly confidential, with participants receiving a survey link to complete the 

study remotely at a time and place of their choosing, such as their home or office, ensuring their 

privacy. Participants were also informed of their right to withdraw from the study at any time, 

further safeguarding their autonomy and privacy. 

Procedure 

The present study employed a scenario-based experimental method to test the hypotheses, 

simulating real-world decision-making in a controlled, hypothetical context. This approach was 

employed because of its high internal validity, allowing the manipulation of variables that would 

be otherwise challenging to test in a real-life setting due to ethical and logistical constraints. 
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Participants were randomly assigned to one of two conditions, each presenting a scenario 

involving an unfair promotion recommendation potentially influenced by gender bias, where the 

gender of the candidate was manipulated. In half of the cases, participants were told that a human 

decision-maker considered the man to be a more suitable candidate for the role, while in the 

other half, they were informed that an AI agent made this determination based on predictions of 

leadership potential. The scenarios were accompanied by a 16-item scale to explore participants’ 

implicit beliefs about AI by asking them to evaluate the promotion decision’s perceived qualities, 

such as rationality, objectivity, and fairness. Additionally, a post-scenario questionnaire was 

administered to further examine participants' explicit beliefs about AI’s role in performance 

evaluation and leadership identification. 

Moreover, upon accessing the link to the study, participants were welcomed, and after 

clicking "Let's proceed" below, they were presented with an informed consent form (see 

Appendix A), followed by a demographics questionnaire that was used to help understand the 

context of participants’ views (see Appendix B). Following that, participants were provided with 

detailed instructions, and they were then sequentially presented with the two candidate profiles 

detailing their qualifications (see Appendix C) and asked to evaluate the promotion 

recommendation that was made by either a human or an AI agent, depending on their assigned 

condition (see Appendix D). Finally, after having evaluated the promotion recommendation, 

participants completed the post-scenario questionnaire assessing their explicit beliefs and 

attitudes about AI's role in promotion contexts (see Appendix E). The study then concluded with 

a thank-you message and confirmation of successful response submission. 

Design 

Implicit Attitudes Toward AI 
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Participants were presented with a biased promotion recommendation favoring a 

majority-status candidate over a minority-status candidate for a leadership position despite the 

latter having a stronger profile. The scenario presented two candidate profiles that differed in 

demographic characteristics, with the majority-group candidate (a man) being favored over the 

minority-status candidate (a woman) despite having a weaker profile, thereby revealing gender 

bias. The candidates’ gender was evident by their names and pronouns. Participants in one 

condition were informed that a human decision-maker made the biased recommendation, while 

those in the other condition were told it was made by an AI agent. This between-subjects design 

aimed to assess how participants evaluated the decision in terms of rationality, scientific 

soundness, objectivity, impartiality, fairness, and trustworthiness. 

To measure participants’ implicit beliefs and attitudes toward AI-based decision-making 

by comparison with human-based decision-making, an investigator-developed 16-item scale was 

used. After reviewing the two candidate profiles, participants had to evaluate the 

recommendation on a 5-point Likert scale, ranging from 1 (= Strongly disagree) to 5 (= Strongly 

agree), indicating the extent to which they perceived it to have the aforementioned qualities by 

rating their agreement with statements such as "I find the AI agent’s recommendation to be based 

on an objective consideration of all facts." The first item measured perceived fairness; items 2, 8, 

9, 10, and 11 measured perceived objectivity; item 3 measured perceived impartiality; items 4 

through 7 measured perceived scientific soundness; item 12 measured perceived rationality; and 

items 13 through 16 measured perceived trustworthiness. 

Explicit Attitudes Toward AI 

After they evaluated the promotion recommendation, participants were asked to complete 

a brief post-scenario questionnaire designed to gauge their explicit beliefs about AI's superiority 
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in the aforementioned qualities when evaluating performance and identifying leadership potential 

among employees. Participants had to rate their agreement with statements such as "Promotion 

decisions made by AI are more rational and fairer compared to human decision-making," again 

on a 5-point Likert scale ranging from 1 (= Strongly disagree) to 5 (= Strongly agree). This 

second investigator-developed scale consisted of four items: the first measured participants' 

beliefs about AI's superior rationality, objectivity, and fairness; the second measured their trust in 

AI's scientific soundness, impartiality, and trustworthiness; the third measured participants' 

views on potential AI bias; and the fourth measured their perceptions of AI's disparate impact on 

marginalized groups. 

Results 

All statistical analyses were conducted using IBM SPSS Statistics 29.0.1. 

The internal consistency of the first scale, which measured participants' implicit attitudes 

toward AI-based decision-making (M = 44.28, SD = 12.56), was assessed using Cronbach’s 

alpha. The result, α = .95, indicates excellent reliability, demonstrating that the scale items 

consistently measured the underlying construct. Additionally, the moderate variability in 

responses suggests that participants' scores were reasonably centered around the mean of 44.28, 

reflecting a relatively uniform set of attitudes. For the second scale, which measured explicit 

attitudes toward AI’s fairness, rationality, and objectivity in decision-making (M = 12.52, SD = 

2.71), Cronbach’s alpha was found to be lower, at α = .55, indicating questionable internal 

consistency. 

This low reliability may stem from the scale's small size (only four items) and its attempt 

to capture a complex, multi-dimensional construct. Notably, the scale comprised heterogeneous 

items, with two being reverse-scored to control for response bias. Although necessary for 
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thorough construct measurement, these items may have contributed to the lower alpha value due 

to the different facets of explicit attitudes they aimed to capture. The descriptive statistics (M = 

12.52, SD = 2.71) indicate that participants’ responses were moderately variable, with scores 

clustered relatively closely around the mean. Despite the low alpha, this suggests that 

participants generally shared similar explicit beliefs, though those beliefs may have been 

influenced by various facets of their understanding of AI decision-making. 

To test H1, a Mann-Whitney U test was conducted to examine whether HRM 

professionals’ ratings of the perceived qualities of promotion decisions differed based on the 

type of decision-maker (AI vs. human). The test revealed a statistically significant difference 

between the two groups, with the AI decision-maker receiving a significantly higher mean rank 

(M = 33.80) than the human decision-maker group (M = 17.20), (U = 105, n1 = 25, n2 = 25, z = -

4.03, p < .001). The effect size, calculated as r = .58, indicates a large effect, suggesting a 

substantial difference in participants’ perceptions of decision-making based on whether AI or a 

human was responsible. This result supports H1, as participants demonstrated a clear preference 

for AI-driven decision-making in terms of perceived qualities (see Table 1). 

To test H2, a simple linear regression analysis was conducted to examine the predictive 

relationship between implicit and explicit attitudes toward AI use among participants. 

Specifically, this analysis was performed to evaluate whether implicit favoring of AI-based 

decision-making predicted explicit endorsement of AI’s superiority over human decision-making 

in promotion decisions. A sample of 50 HRM professionals and people managers was analyzed, 

correlating implicit attitudes with corresponding explicit attitude scores. The regression 

coefficient for implicit attitudes was B = .06, (SE = .03), indicating that for every one-unit 

increase in implicit attitudes, there was a predicted increase of .06 units in explicit attitudes. This 
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positive relationship was statistically significant, t(48) = 2.02, p = .05, suggesting that implicit 

attitudes favoring AI were a significant predictor of explicit endorsement of AI in decision-

making. 

The mean age of the sample was 37 years (SD = 10.11), and the mean value for explicit 

attitudes was 11.52 (SD = 2.8). The regression model produced a statistically significant 

equation, (F(1, 48) = 4.06, p = .05), and explained approximately 8% of the variance in explicit 

attitudes, R² = .08. This result supports H2, demonstrating that implicit favoring of AI does 

predict explicit attitudes, though the effect size was small. The low-value R² indicates that 

implicit attitudes contribute meaningfully to explicit endorsement but do not constitute the 

primary drivers (see Table 2). 

A multiple linear regression analysis was also carried out to explore whether participants' 

demographic characteristics, including gender, education level, age, and years of managerial 

experience, could predict their ability to perceive bias in promotion decisions. The results 

indicated that the demographic factors explained 31% of the variance in participants’ bias 

perception in promotion decisions (R² = .31), indicating the proportion of variance explained. 

The overall model was statistically significant, F(8, 41) = 2.31, p = .04, suggesting a moderate 

correlation between the predictors and the outcome variable (R = .56), representing the multiple 

correlation coefficient between the independent variables and the dependent variable. Notably, 

gender, specifically identifying as a woman, was the only statistically significant variable (B = 

−8.59, β = −.34, t = −2.18, p = .04) (see Table 3). 

Discussion 

Organizations across a wide range of industries have been increasingly adopting AI tools to 

capture significant market share (McKinsey & Company, 2024). Sophisticated AI-driven 
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algorithms are revolutionizing decision-making processes by enhancing automation, with 

numerous studies showing algorithms consistently demonstrate superior performance compared 

to human decision-makers in various domains, which has led to their rapid implementation in 

business contexts (Grove et al., 2000; Stone et al., 2013). AI technologies have, therefore, 

become indispensable to modern organizational strategy, with HRM emerging as one of the key 

areas where AI is driving transformative changes across organizational functions. 

AI-driven solutions are reshaping HRM processes by offering several advantages, such as 

reduced time and costs, increased productivity, and minimized risks (Suen et al., 2019; Woods et 

al., 2020). Beyond these economic advantages, organizations are also turning to AI, intending to 

reduce human biases and improve fairness, objectivity, and consistency in decision-making 

processes (Langer et al., 2019; Raghavan et al., 2020). However, a major challenge that has 

emerged is that algorithms can perpetuate human discrimination by producing biased outcomes 

based on the data they are trained on (Barocas & Selbst, 2016). These biases are further 

exacerbated by the lack of transparency and accountability in algorithmic decision-making 

(Pasquale, 2015). More often than not, training data reflects broader societal and historical 

inequities and prejudiced human judgments. In other words, models are frequently trained on 

data that reflect human decisions or the indirect consequences of systemic inequalities (Manyika 

et al., 2019). 

Today, the vast majority of HR functions and business processes have been automated to 

varying degrees, with the aim of improving both effectiveness and efficiency across numerous 

activities, such as performance appraisals (Hendrickson, 2003). However, biased algorithmic 

decisions in HRM can lead to various problems, such as lack of transparency, critical 

misjudgments, and potential harm to an organization's reputation (Garg et al., 2021). Biases in 
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AI-powered performance management systems, specifically, have been shown to result in 

several detrimental outcomes, such as reduced trust in feedback quality, diminished reliability of 

the evaluation process (Minbaeva, 2021), and negative effects on fairness, trustworthiness, and 

organizational effectiveness (Zhang & Yencha, 2022). But despite these troubling findings, there 

remains a notable gap in understanding how AI-related biases and their perceptions impact the 

performance management process. 

In spite of growing evidence that inherent human biases can often influence algorithmic 

decision-making, many people hold beliefs about algorithmic discrimination that may not align 

with objective reality (O’Neil, 2016). Psychological factors, such as stereotypes and intuitions 

about machines, can shape these beliefs, leading individuals to conclude that algorithms are less 

likely to discriminate than humans (Jago & Laurin, 2022). For instance, people are often misled 

into thinking that algorithms are objective and neutral arbiters in decision-making, free from 

biases and discriminatory attitudes. Therefore, the issues of bias and fairness in AI-based 

decision-making systems within HR functions constitute an increasingly relevant topic, 

especially considering the reputational and legal risks companies may face if their HR methods 

are found to be biased, unfair, or discriminatory (Brown, 2024). Nonetheless, research on 

inherent biases in algorithmic decision-making within HRM is still in its infancy, despite its 

growing significance amid the increasing digitization and automation in the field (Köchling & 

Wehner, 2020). 

To address this significant gap in the extant literature, the current study set out to explore 

issues of bias and fairness in AI-based decision-making systems used in performance evaluations 

and their effectiveness in identifying leadership candidates. Specifically, the purpose of this 

study was to better understand how discrimination may arise from the implementation of AI-
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based decision-making, as well as how these issues might be exacerbated by HRM professionals' 

ability, or lack thereof, to perceive AI-related biases and their attitudes toward such systems. 

To achieve these objectives, a scenario-based experiment was conducted in which 

participants evaluated promotion recommendations for a leadership position made by either a 

human or an AI agent, employing a between-subjects design. The sample comprised 50 HRM 

professionals and people managers with diverse demographic characteristics recruited through 

word of mouth, personal emails, social media platforms, and professional networking sites, 

utilizing a combination of convenience sampling, purposive sampling, and snowball sampling 

methods. The scenario featured two candidate profiles that differed in demographic 

characteristics, specifically gender, with a man being favored over a woman despite having a 

weaker profile, thereby illustrating potential gender bias. Participants were asked to assess the 

rationality, scientific soundness, objectivity, impartiality, fairness, and trustworthiness of these 

recommendations. Additionally, the study included a short post-scenario questionnaire to explore 

participants' explicit beliefs about AI's advantages concerning these qualities compared to human 

decision-makers. 

This dual approach aimed to provide comprehensive insights into how both implicit and 

explicit attitudes toward AI might influence promotion decisions and potentially contribute to 

workplace discrimination against women and minorities. It was hypothesized that (a) HRM 

professionals would perceive promotion decisions made by an AI agent as more rational, 

objective, impartial, fair, scientifically sound, and trustworthy than identical decisions made by a 

human agent, and (b) HRM professionals who hold these perceptions of AI would be more likely 

to endorse AI-based decision-making as superior in promotion contexts. 

There are three key findings from the present research: 
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1. Consistent with the study’s original hypothesis, the results showed that HRM 

professionals exhibited a clear preference for AI-driven decision-making. Participants 

rated the promotion recommendation made by the AI agent as significantly more rational, 

scientifically sound, objective, impartial, fair, and trustworthy than the identical decision 

made by a human agent in the other condition. Furthermore, the AI decision-maker group 

not only scored significantly higher than the human decision-maker group in these 

qualities, but the difference was also substantial. 

2. In line with the study’s second hypothesis, the results provided support by showing that 

implicit favoring of AI does, in fact, predict its explicit endorsement, though the effect 

size was small. The findings indicated that while implicit attitudes contributed 

meaningfully to the explicit endorsement of AI-based decision-making, they were not the 

primary drivers. One interpretation of this result is that other factors, such as personal 

experiences, societal views, or organizational context, likely play a more substantial role 

in shaping explicit beliefs about AI-based decision-making. Future research could thus 

benefit from exploring these additional variables to gain a deeper understanding of what 

factors might influence explicit attitudes toward the use of AI in performance evaluation 

and leadership potential identification. 

3. The results also revealed that gender, specifically identifying as a woman, was the most 

significant predictor of the ability to perceive gender bias and unfairness in the promotion 

decision, with women being more likely to perceive bias compared to men. Identifying as 

a man did not significantly predict the ability to perceive bias in this model. Other 

demographic variables, such as participants’ level of education, age, and amount of 

managerial experience, were also not found to contribute significantly. This suggests that, 
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given the substantial variance left unexplained, additional factors like organizational 

context, personal experiences with bias, or attitudes toward decision-making processes 

should be explored in future research. It also highlights that gender, at least in this 

sample, may be more influential in shaping perceptions of bias in promotion decisions 

than other demographic factors. This finding could be explained by the idea that women, 

due to their lived experiences with bias and discrimination, both professionally and 

personally, may perhaps be more attuned to recognizing gender bias occurrences in these 

contexts. 

The present study raises awareness of potential biases and discrimination arising from 

algorithmic decision-making, as well as in relation to perceptions and attitudes toward it in 

HRM. The findings contribute to the existing literature by offering researchers and practitioners 

valuable insights into the risks associated with algorithmic decision-making in the HRM context, 

particularly with regard to ethical concerns such as bias, fairness, and discrimination in 

performance management and succession planning. Additionally, the results emphasize the 

growing importance of business ethics research related to algorithmic literacy (Cotter & 

Reisdorf, 2020) while also highlighting the need to address the risks of individuals being misled 

into uncritically accepting algorithmic evaluations. 

Moreover, the first key finding of the present research provides strong evidence that 

mechanical objectivity and automation bias might have been at play, with participants perceiving 

the AI-generated decision as significantly less biased, fairer, and more objective than the exact 

same decision made by a human manager. In addition to that, the second key finding indicated 

that while implicit attitudes contributed meaningfully to the explicit endorsement of AI-based 

decision-making, they were not found to be the primary drivers. A potential explanation for this 
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could be the occurrence of algorithmic aversion. Algorithmic aversion, the opposite of 

automation bias, occurs when the machine heuristic leads to negative rather than positive 

reactions to AI (Dietvorst et al., 2015). There is evidence to suggest that algorithmic aversion can 

occur, with users favoring human decision-making over AI, even when AI’s performance is 

actually better (Alvarado-Valencia & Barrero, 2014; Bucher, 2017; Dietvorst et al., 2015). 

A common reason cited for the occurrence of algorithmic aversion is the violation of AI's 

"perfection scheme," which refers to the expectation that AI should always function perfectly 

(Dietvorst et al., 2015), which is linked to the concept of mechanical objectivity. This also often 

includes concerns about ethical issues related to relying on machines for important decisions 

(Dawes, 1979), as well as AI's perceived inability to integrate contextual factors (Grove & 

Meehl, 1996). Therefore, when AI fails, the initial high expectations placed on it are violated, 

leading to a significant decrease in people's preference for AI and resulting in the avoidance of 

its use. In contrast, when it comes to decision-making by human agents, people tend to have 

more realistic expectations, acknowledging that human beings often make errors in judgment. In 

this study, it is, therefore, possible that participants exposed to the AI decision-maker condition 

were essentially primed to view AI distrustfully due to the unfair promotion recommendation it 

offered, hence inducing algorithmic aversion, which then led to decreased explicit endorsement 

of AI-based decision-making among participants. 

Implications for Practice 

The findings of the present research suggest that integrating AI-driven solutions in HR 

departments must first be aligned with an organization’s capacity to predict, detect, and mitigate 

potential biases in these systems in order to ensure fairness (Akter et al., 2021). This can be 

achieved through various methods, such as auditing the behavior of underlying algorithms using 
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empirically sound methodologies as well as diverse perspectives (Tuffaha, 2023). Additionally, it 

is essential to cultivate a heterogeneous and well-educated workforce capable of collaboratively 

scrutinizing, detecting, and addressing issues of bias and fairness, thereby minimizing the risk of 

potentially harmful effects (Rozado, 2020). It is, therefore, crucial for HR professionals to be 

able to effectively tackle AI-related biases to foster a fair and inclusive workplace while 

enhancing HR efficiency using AI-powered systems (Brown, 2024). Moreover, without thorough 

testing and diverse teams, unconscious biases can easily seep into ML models, resulting in AI 

systems that automate and perpetuate these biases (Marr, 2022). To this end, relevant literature 

emphasizes the need for data generated by AI-powered solutions to support decision-makers by 

providing key insights into strategic performance and developing metrics around critical success 

factors (Raffoni et al., 2018). 

Bias not only harms those who are directly discriminated against but also has broader 

societal impacts by limiting people's participation in the economy and society. Therefore, 

collective action against bias is crucial. Bias undermines AI's potential for business and societal 

benefits by fostering mistrust and skewing results (Manyika et al., 2019). Eliminating bias in AI 

could also contribute to the enhancement of decision-making and provide significant benefits to 

traditionally disadvantaged groups, a concept referred to as the "disparate benefits from 

improved prediction" (Kleinberg et al., 2019). Therefore, business leaders ought to ensure that 

AI not only improves decision-making but also adheres to standards and research aimed at 

reducing bias (Manyika et al., 2019). Furthermore, extensive research on AI bias highlights two 

critical imperatives for action (Silberg & Manyika, 2019). First, AI must be used wisely to 

enhance traditional decision-making processes, as humans may be unaware of or deceptive about 

the factors influencing their decisions, such as hiring or rejecting job applicants (Silberg & 
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Manyika, 2019). Second, as previously discussed, advancing the mitigation of AI bias requires 

addressing complex challenges in defining and measuring fairness comprehensively (Silberg & 

Manyika, 2019). 

AI undoubtedly has the potential to enhance management efficiency and reduce certain 

biases, but it requires very careful oversight. HRM professionals play a critical role in ensuring 

that AI-related biases do not result in discriminatory practices based on gender or other protected 

characteristics. To address these challenges, HR should collaborate with AI vendors to ensure 

that algorithms are trained on balanced, representative data, regularly update datasets to reflect 

diverse and current candidate pools, and meticulously clean data to eliminate historical biases 

(Brown, 2024). While AI holds great promise for HR by streamlining processes and enhancing 

decision-making, it is crucial to implement proactive measures to address potential biases and 

discrimination. This includes staying informed about legal developments, adhering to evolving 

regulations, providing thorough training, conducting regular audits, vetting algorithms, and 

ensuring detailed contracting (Brown, 2024). Ultimately, HRM professionals must balance AI’s 

innovative benefits with fairness and compliance to ensure that AI positively impacts their 

organization’s management practices and promotes a more inclusive and equitable workplace 

(Brown, 2024). 

This work highlights ongoing research that addresses challenges related to AI bias and 

suggests practical solutions for moving forward. We still lack a full understanding of how the 

complex interactions between algorithms and societal structures operate. As a result, scholars 

have called for “algorithmic accountability” to deepen our understanding of the influences, 

biases, and power dynamics that algorithms exert in society (Diakopoulos, 2014). To this end, 

the current study sheds light on the complexities of these issues and emphasizes the need for 
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human vigilance in critically examining instances of unfair bias that often becomes baked in and 

perpetuated by AI systems. 

As a final point, this paper also emphasizes two key opportunities. First, the opportunity 

to utilize AI to identify and mitigate human biases and their effects. Second, the opportunity to 

advance AI systems themselves so as to prevent them from reproducing and reinforcing human 

and societal biases, as well as creating new biases of their own. Realizing these opportunities, of 

course, requires interdisciplinary collaboration to advance ethical standards and operational 

practices. Additionally, business leaders can support progress by making more data available to 

practitioners and researchers working on these issues while staying mindful of potential risks and 

privacy concerns (Silberg & Manyika, 2019). 

Limitations and Future Directions 

The findings of this study should be considered in light of some limitations. First, a 

significant limitation pertains to the normality of the data. The Kolmogorov–Smirnov test that 

was conducted to assess normality revealed that the data was not normally distributed. This non-

normality could be attributed to the small sample size of this pilot study (25 participants assigned 

in each condition). Nevertheless, this study provided valuable insights into the potential 

outcomes of a larger-scale research project by testing the efficacy of research methods, 

instruments, and procedures that could be improved upon in future studies. Additionally, another 

limitation pertains to the study’s sample being unbalanced in terms of gender, with participants 

identifying as women making up the majority. As a result, the findings may primarily reflect the 

perspectives or experiences of this group, potentially skewing conclusions and recommendations. 

This imbalance could potentially limit the generalizability of the obtained results to the entire 
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population. Future research should, therefore, aim to include a more balanced sample in terms of 

gender. 

Moreover, another limitation was that the Cronbach’s alpha for the second investigator-

developed scale, which measured explicit attitudes among participants, was lower than the 

typically accepted threshold (α ≥ .70), raising concerns about the scale’s internal consistency. 

However, this could be attributed to the scale being composed of heterogeneous items. While 

these items were necessary for thorough construct measurement, they may have contributed to 

the lower alpha value due to the different facets of the explicit attitudes they aimed to capture. 

Explicit attitudes toward AI decision-making likely encompass several dimensions—such as 

fairness, trust, objectivity, and concerns about bias—that may not be perfectly correlated. 

Therefore, the complexity of the construct, along with the small number of items, could explain 

the lower alpha value. This limitation could also be addressed in future research. 

Moreover, the use of convenience, purposive, and snowball sampling in this study 

constitutes non-random methods that could potentially introduce bias. Since participants were 

recruited through personal networks, online platforms, and word-of-mouth, the sample may not 

fully represent the broader population of HRM professionals, which could potentially limit the 

generalizability of these findings. Additionally, gender was found to be a significant predictor of 

bias perceptions, while other demographic factors, such as age, education, and managerial 

experience, were not. This raises the question of whether other unexamined variables, such as 

race, cultural background, and industry type, might influence attitudes toward AI decision-

making and bias perception. Future research could therefore benefit from including a broader 

range of demographic and contextual variables. Moreover, the study measured participants' 

attitudes immediately after exposure to the scenario but could not of course assess whether these 
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attitudes remained stable over time. Future studies could, therefore, incorporate longitudinal 

designs to examine if initial perceptions of AI-driven decision-making evolve with greater 

exposure or real-world experience. 

Conclusion 

All in all, this study highlights critical challenges related to bias and fairness in AI-driven 

decision-making as perceived by HRM professionals. As AI technologies become integral to 

organizational strategies and are increasingly adopted in HR processes—such as performance 

appraisals and promotion decisions—it is paramount to be aware of how AI systems can 

perpetuate human biases. The findings of this work contribute to the growing body of research 

on AI biases in HRM by offering new insights into how professionals perceive issues of bias and 

fairness in algorithmic decision-making. Furthermore, this work emphasizes the importance of 

ongoing research to address the ethical implications of AI in HRM and highlights the need for 

interdisciplinary collaboration to effectively tackle these challenges. To mitigate AI-related 

biases, organizations must take proactive steps through comprehensive auditing, diverse teams, 

and ongoing monitoring, to ensure that AI systems enhance fairness without replicating harmful 

biases. 

Ultimately, the effective and ethical integration of AI in HRM requires a balance between 

leveraging AI’s capabilities and addressing its potential pitfalls to support more inclusive and 

equitable workplace practices. Advancing the field necessitates conducting empirical research 

and systematically reviewing existing knowledge on biases and discrimination in AI-based 

decision-making while identifying new research avenues. Minimizing AI biases is crucial for 

building trust in these systems, as confidence in their reliability is essential for unlocking their 

full potential, driving business and economic growth through productivity gains, and addressing 
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pressing societal issues. Interdisciplinary collaboration, involving social scientists, ethicists, and 

other experts, is therefore needed to move the field forward, given the complexities of each 

application area. 
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Table 1 

 

Results of the Mann-Whitney U Test Comparing Perceived Qualities of AI and Human Decision-

Making 

 

Group N Mean Rank Sum of 

Ranks 

Mann-

Whitney U 

Z p 

AI 25 33.80 845.00 105.00 -4.03 < .001 

Human 25 17.20 430.00    

 

Note. The results suggest that the AI decision-maker group has significantly higher scores than 

the human decision-maker group. 
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Table 2 

 

Results of the Simple Linear Regression Predicting Participants' Explicit Endorsement of AI 

Based on Their Implicit Attitudes Toward AI 

 

Predictor B SE β t p 

Intercept 11.52 2.8 – – – 

Implicit 

Attitudes 

.06 .03 – 2.02 .049 

 

Note. The results suggest that the model explained 7.8% of the variance in explicit endorsement 

of AI-based decision-making (R² = .078), F(1, 48), p = .049, indicating that the model is 

significant but with a small effect size. 
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Table 3 

 

Results of Multiple Linear Regression Analysis Predicting Participants' Bias Perception Based 

on their Demographic Characteristics 

 

Variable B SE β t p 

Constant 56.71 9.71  5.84 <.001 

Age -.14 .28 -.12 -0.51 .61 

Experience -.79 .68 -.24 -1.16 .25 

Gender 

(Woman) 

-8.59 3.95 -.34 -2.18 

 

.04 

High school -5.31 12.07 -.06 -.44 .66 

Further_Ed 4.11 9.25 .07 .44 .66 

BS 5.81 3.89 .22 1.50 .14 

Professional_D 7.73 9.75 .12 .79 .43 

Doctoral_D -3.63 7.06 -.07 -.51 .61 

R² .31     

Adj. R .18     

F 2.31     

 

Note. The results suggest a moderate correlation between the predictors and the outcome, with 

identifying as a woman being the only significant variable (B = −8.59, β = −.34, t = −2.18, p = 

.04). 
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Appendix A 

Informed Consent Form 

 

Please take the time to carefully read this informed consent form. If you have any questions 

or need clarification, don’t hesitate to reach out to the researcher conducting this study. 

 

Purpose of the Study 

My name is Ioannis Barrett, and I’m inviting you to participate in a study I’m conducting as part 

of my master’s thesis in Organizational Psychology. The purpose of this study is to explore the 

effectiveness of various evaluation methods in identifying leadership potential among 

employees. 

 

Procedure 

If you agree to participate in this study, you’ll be first asked to review performance feedback 

materials for two employees who have applied for promotion to a leadership position within their 

organization. These materials, completed by the employees’ coworkers, pertain to one employee 

being considered for the Level III Procurement Administrator role. You’ll then have to assess the 

degree to which you agree with the recommendation for promoting one of these two employees 

to this role. Following this, you’ll be asked to complete a short questionnaire about your views 

on using different systems for identifying suitable candidates for leadership roles. The entire 

study will take approximately 30 minutes. 

 

Potential Benefits/ Risks 

There are no known risks associated with participating in this study. By participating, you’ll gain 

valuable experience in psychological research and contribute to enhancing our understanding of 

the role of different systems in performance management and evaluation. 

 

Anonymity/ Confidentiality 

This study is anonymous. You’ll only be asked to provide some demographic information 

without revealing any personal details. Only the researcher and the study supervisor will have 

access to the data, which will be stored securely. 

 

Voluntary Participation/ Right to Withdraw 

Your participation is voluntary. You have the right to withdraw at any time without explanation 

or consequence. 

 

Contacts and Questions 

If you have any questions or concerns about the study, either during or after your participation, 

please get in touch with me at I.Barrett@acg.edu. Alternatively, you may contact the project 

supervisor at Okyriakidou@acg.edu. 

 

* Consent 

I, the undersigned, freely agree to participate in the study described above. I confirm that I have 

read and understood the information and am willing to participate. 

o Yes, I agree to participate 

o No, I do not agree to participate 

mailto:I.Barrett@acg.edu
mailto:Okyriakidou@acg.edu
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Appendix B 

Participant Demographics 

Demographic Questions 

Please provide some general demographic information about yourself by selecting the option that 

best applies to you. If you’re stuck between two options, please select the one you feel best 

describes you. 

 

1. What is your gender? 

• Man 

• Woman 

• Non-binary 

• Prefer to self-describe: __________ 

• Prefer not to disclose 

2. What is your age? 

• 18–24 years 

• 25–34 years 

• 35–44 years 

• 45–54 years 

• 55–64 years 

• 65 years or older 

• Prefer not to disclose 

3. What is the highest level of education you have completed? 

• High school diploma or equivalent 

• Further education (A-levels, BTEC, etc.) 

• Associate’s degree 

• Bachelor’s degree 

• Master’s degree 

• Professional degree (M.D., J.D., etc.) 

• Doctoral degree (Ph.D., Ed.D., etc.) 

• Prefer not to disclose 

4. What is your level of managerial responsibility? 

• Individual contributor (no managerial responsibility) 

• First-line manager (supervises team members or individual contributors) 
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• Middle manager (manages first-line managers) 

• Senior manager/executive (manages middle managers, heads of departments) 

• Executive leadership (C-suite, VP, etc.) 

• Prefer not to disclose 

5. How many years of managerial experience do you have? 

• Less than 1 year 

• 1–3 years 

• 4–6 years 

• 7–10 years 

• More than 10 years 

• Prefer not to disclose 

6. The industry you work in: 

• Technology (e.g., IT, Software, Hardware) 

• Healthcare (e.g., Hospitals, Pharmaceuticals, Medical Devices) 

• Education (e.g., K-12, Higher Education) 

• Finance (e.g., Banking, Insurance, Investments) 

• Manufacturing (e.g., Automotive, Consumer Goods, Industrial Equipment) 

• Retail (e.g., E-commerce, Brick-and-Mortar Stores) 

• Public Sector (e.g., Government, Non-profit, NGOs) 

• Professional Services (e.g., Consulting, Legal, Accounting) 

• Transportation & Logistics (e.g., Shipping, Warehousing) 

• Energy & Utilities (e.g., Oil & Gas, Renewable Energy) 

• Other: __________ 

• Prefer not to disclose 

7. What is the type and size of your organization? 

• Startup (1–50 employees) 

• Small business (51–200 employees) 

• Medium-sized business (201–500 employees) 

• Large enterprise (501–5,000 employees) 

• Multinational corporation (5,001+ employees) 

• Non-profit organization 

• Government agency 

• Prefer not to disclose 

8. What is your job title? __________ 
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Appendix C 

Instructions 

1. Overview: Please take the time to carefully review the performance feedback materials for 

two employees, John and Elizabeth, who are both being considered for promotion to the Level 

III Procurement Administrator position, a leadership role, at a big manufacturing company. 

These feedback materials were completed by their coworkers. 

1.2 Materials Provided: Below, you’ll find the job description for this management position, 

along with Employee Information Forms containing background information on John’s and 

Elizabeth’s work history with the company. You’ll also be presented with feedback rating forms 

completed by their coworkers for both candidates. 

* Next Steps: After reviewing this information, you’ll be asked to answer a series of 

questions about these two employees’ performance on the next page. 

2. Job Description 

2.1 Position Overview: 

Job Title: Level III Procurement Administrator 

Location: Athens 

Position Type: Full-time 

2.2 About Us: At Glomax, we’re a forward-thinking organization committed to innovation and 

excellence in manufacturing. Our diverse team is driven by a shared passion for positive change 

and exceptional results. We foster an inclusive culture where every individual is valued and 

empowered to contribute their unique talents. We celebrate diversity and ensure equal 

opportunities for all employees. 

2.3 Job Summary: As a Level III Procurement Administrator, you’ll play a crucial role in our 

procurement team, managing the acquisition of goods and services essential to our operations. 

You’ll oversee the procurement process from supplier sourcing to contract negotiation while 

ensuring compliance with company policies and regulations. 

2.4 Key Responsibilities: 

• Lead project teams to deliver on schedule and within budget. 

• Develop detailed project plans, including timelines, milestones, and resource allocation. 

• Communicate project status, risks, and issues to stakeholders and executive leadership. 

• Foster a collaborative, high-performance team environment. 

• Collaborate with internal stakeholders to understand procurement needs. 

• Identify and evaluate potential suppliers. 
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• Negotiate contracts, terms, and pricing. 

• Manage supplier relationships, including performance evaluations and issue resolution. 

• Prepare reports and analyze procurement data to support decision-making and identify areas for 

improvement. 

2.5 Qualifications: 

• Bachelor’s degree in business administration, Supply Chain Management, or a related field. 

• 7 years of experience in procurement and supply chain management, especially in 

manufacturing. 

• Proven track record of managing multiple projects successfully. 

• Strong negotiation skills and the ability to build and maintain supplier relationships. 

• Excellent communication and interpersonal skills. 

• Proficiency in procurement software and data analysis. 

• Detail-oriented with strong organizational, analytical, and problem-solving skills. 

• Knowledge of procurement regulations and best practices. 

* Next Steps: Keeping the above job description in mind, please carefully review the 

profiles of the two candidates considered for this leadership position below. 

3. Employee Information Forms 

3.1 Candidate Profile 1: John Smith 

3.1.1 John Smith’s Information Form: 

• Work Department: Purchasing 

• Job Title: Level II Administrator 

• Tenure with the Company: 7 years 

• Tenure in Current Position: 5 years 

• Work Group: 4-person team 

• Age: 29 

3.1.2 John Smith’s Feedback Form (Completed by Jack Evans, Coworker) 

Here’s how Jack rated John’s skills: 

• Planning and Organizing: 80th percentile 

• Strategic Vision: >99th percentile 

• Communication Skills: 80th percentile 

• Decision-Making: >90th percentile 

• Problem-Solving: 80th percentile 

• Integrity: 99th percentile 

• Following Through: 80th percentile 

• Accepting Responsibility: 90th percentile 
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Additional Comments: “John is a great fit for this role. We attended university together, and 

he has always been a fantastic collaborator. Smart, driven, and knowledgeable—I highly 

recommend him.” 

3.2 Candidate Profile 2: Elizabeth Williams 

3.2.1 Elizabeth Williams’s Information Form: 

• Work Department: Purchasing 

• Job Title: Level II Administrator 

• Tenure with the Company: 7 years 

• Tenure in Current Position: 5 years 

• Work Group: 4-person team 

• Age: 29 

3.2.2 Elizabeth Williams’s Feedback Form (Completed by Emily Johnson, Coworker) 

Here’s how Emily rated Elizabeth’s skills: 

• Planning and Organizing: 90th percentile 

• Strategic Vision: 99th percentile 

• Communication Skills: 90th percentile 

• Decision-Making: 99th percentile 

• Problem-Solving: 80th percentile 

• Integrity: >99th percentile 

• Following Through: 90th percentile 

• Accepting Responsibility: 90th percentile 

Additional Comments: “Elizabeth was a wonderful coworker three years ago—extremely 

conscientious, kind, and easy to work with. She would be a great cultural fit here. I highly 

recommend her for this position.” 

* I've read and understood the information above. 

o Let’s proceed. 
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Appendix D 

Scenario-Based Experiment 

1st Condition 

 

* After reviewing the profiles of John Smith and Elizabeth Williams, the manager has 

determined that John Smith (Candidate Profile 1) is the most suitable candidate and has 

decided to recommend him for this leadership position. Senior leadership will make the 

final decision based on this recommendation. 

Instructions: Please evaluate this recommendation by reading the following statements and 

selecting a number from 1 (= Strongly disagree) to 5 (= Strongly agree) to indicate how much 

you agree with each one. There are no right or wrong answers, and all responses will be kept 

strictly confidential. 

 

I find the manager’s recommendation to be: 

• Fair. 

• Objective. 

• Impartial. 

• Based on scientific knowledge and methods. 

• Supported by good scientific evidence. 

• Scientifically provable. 

• Based on facts. 

• Reasonable and logical. 

• Based on an objective consideration of all facts. 

• Rational and objective. 

• Based on logical analysis. 

• Based on facts, not opinions. 

• Sincere. 

• Made by someone reliable. 

• Made by someone trustworthy. 

• Made by someone considerate. 

 

* Next Steps: Now that you've completed this part of the study, you'll be asked to share 

your views on using different systems for identifying suitable candidates for leadership 

roles on the next page, the final component of this study. 
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2nd Condition 

 

* After reviewing the profiles of John Smith and Elizabeth Williams, an AI agent that 

predicts leadership potential has determined that John Smith (Candidate Profile 1) is the 

most suitable candidate and has decided to recommend him for this leadership position. 

Senior leadership will make the final decision based on this recommendation. 

 

Instructions: Please evaluate this recommendation by reading the following statements and 

selecting a number from 1 (= Strongly disagree) to 5 (= Strongly agree) to indicate how 

much you agree with each one. There are no right or wrong answers, and all responses will 

be kept strictly confidential. 

 

I find the AI agent’s recommendation to be: 

• Fair. 

• Objective. 

• Impartial. 

• Based on scientific knowledge and methods. 

• Supported by good scientific evidence. 

• Scientifically provable. 

• Based on facts. 

• Reasonable and logical. 

• Based on an objective consideration of all facts. 

• Rational and objective. 

• Based on logical analysis. 

• Based on facts, not opinions. 

• Sincere. 

• Made by someone reliable. 

• Made by someone trustworthy. 

• Made by someone considerate. 

 

* Next Steps: Now that you've completed this part of the study, you'll be asked to share 

your views on using different systems for identifying suitable candidates for leadership 

roles on the next page, the final component of this study. 
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Appendix E 

Post-Scenario Questionnaire 

Instructions: Please read each statement carefully and select the number that best reflects your 

level of agreement. Don’t spend too much time on any one statement and remember there are no 

right or wrong answers. All responses will be kept strictly confidential. Response options: 1= 

Strongly disagree; 2= Disagree; 3= Neither agree nor disagree; 4= Agree; 5= Strongly agree. 

Survey Questions 

1. Promotion decisions informed by AI are more rational, objective, and fairer compared to 

those based on human decision-making. 

1. Strongly disagree 

2. Disagree 

3. Neither agree nor disagree 

4. Agree 

5. Strongly agree 

 

2. I’m likely to endorse the use of AI-based systems in promotion decisions for leadership 

roles over traditional human-based methods, as they’re more scientifically sound, 

impartial, and trustworthy. 

1. Strongly disagree 

2. Disagree 

3. Neither agree nor disagree 

4. Agree 

5. Strongly agree 

 

3. AI-based promotion decisions can produce biased outcomes similar to or more biased 

than those made by humans. 

1. Strongly disagree 

2. Disagree 

3. Neither agree nor disagree 

4. Agree 

5. Strongly agree 

 

4. I believe that AI-based systems used in automating promotion decisions for leadership 

positions disproportionately impact marginalized groups (e.g., based on gender). 

1. Strongly disagree 

2. Disagree 

3. Neither agree nor disagree 

4. Agree 

5. Strongly agree 
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